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INTRODUCTION 

 The accuracy of evaluation measures in IR 

 Three rules-of-thumb 

 Reasonable number of requests 

 TREC used 25 as minimum, 50 as norm 

 Jones and Rijsbergen suggested 75 as minimum 

 Reasonable evaluation measure 

 Avg Precision, R-Precision and Precision@20(or 10, 30) 

 Reasonable notion of difference 

 Jones and Rijsbergen suggested 5% as noticeable, 10% is 

material 



MOTIVATION AND PURPOSE 

 Very little attention has been paid to explore how 

the properties of these rules-of-thumb support 

conclusions as to whether one retrieval method is 

better than other. 

 

 Experimentally quantifying the likely error 

associated with the conclusion “method A is 

better than method B” given a number of 

requests, an evaluation measure, and a notion of 

difference 



COMPUTING ERROR RATE 



A>B, B>A, A=B values for different pairs of retrieval 

methods 



Error rates, std deviations and percentage of ties 



Error rate according to varying topic set size 



Error rates of Prec(λ) values according to varying topic set size 



Error rates of different measures according to varying fuzziness value 



CONCLUSION 

 #Requests 

 Error rate increases as the number of requests decreases 

 Evaluation of Measures 

 Prec (λ) is less stable, except Prec(1000) 

 R-Precision and Avg. Precision have similar results but 

Avg. Precision has more discriminative power 

 Recall(1000) is very stable but only appropriate if finding 

all relevant documents is important 

 For general purpose retrieval, Avg Precision is suitable 

 If #relevant documents is unknown, Prec(20), Prec(30) is 

suitable 

 Notion of Difference 

 Larger difference threshold decreases error rate, however 

with cost of decreasing discrimination power. 
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